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Think Before You
Leap Profile
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Sampling profilers: your new best friends!

Use the Tools,
Luke!
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GPU Profiler: NVIDIA Nsight Systems
USE THE TOOLS, LUKE!
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Python Profiler
PyInstrument / Py-Spy / Scalene

USE THE TOOLS, LUKE!
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Quick, repeatable iterations

How to
Prepare
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Quicker Iteration Speed
HOW TO PREPARE
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Repeatable Measurements
HOW TO PREPARE
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Add NVTX Annotations to Your Code
HOW TO PREPARE
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How?

from torch.cuda import nvtx

# With PyTorch 1.8+, you can simply do:

with nvtx.range("Some event"):
# Code here...

# Or even use it as a decorator:

class MyModel(nn.Module):

# Other methods here...

@nvtx.range("MyModel.forward()")
def forward(self, *input):

# Forward pass code here...

What?

● Dataset load
● Model initialization
● Mini-batch creation
● Train (forward, backward passes)
● Test 
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Spend time where it will pay off!

Where to
Focus
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Amdahl’s Law*
WHERE TO FOCUS
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* See Wikipedia article

Vintage
CompSci!
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https://en.wikipedia.org/wiki/Amdahl%27s_law
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Dataset 
storage

The System View & the Bottlenecks
WHERE TO FOCUS
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SLOW TO MEDIUM 🐢 FAST 🐇 VERY FAST! 🔥SPEED

PARALLELISM . . . A small number 1000’s!
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Lessons
Learned
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Lots of cores, fast memory

Keep up with the
GPU
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Check for upstream bottlenecks
and fix them first

KEEP UP WITH THE GPU
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Transfer Data in Big Chunks
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KEEP UP WITH THE GPU
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Measure instead of guessing
But no need to be perfect 
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WHERE TO FOCUS (FLASHBACK!)
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Vectorize!

Fast Code for
Inner Loops
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Vectorize your Python Code
FAST CODE FOR INNER LOOPS
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Parallelism & Pipelining

Make the GPU
Busier
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More Data
More Parallelism!
Make the GPU Busier
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Overlap Data Transfers with Processing
MAKE THE GPU BUSIER
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How?

from torch.utils import data
from torch import cuda

dataloader = data.DataLoader(dataset, 
batch_size=1024, pin_memory=True, num_workers=8)   

while not_done:
for X, y in dataloader:

X = X.cuda(non_blocking=True)
y = y.cuda(non_blocking=True)

# CPU work here will overlap with
# memory transfers!

# GPU work here will wait until
# preceding CUDA operations finish.

What

● Good for basic parallelism 
between CPU and GPU

● More powerful when combined 
with streams!
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Overlap Processing: CUDA streams
MAKE THE GPU BUSIER
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How?

from torch import cuda

# Define streams using capital-S Stream()
stream1 = cuda.Stream()
stream2 = cuda.Stream()

# Common work here...
# ... wait for that work to finish.
cuda.synchronize()

# Different streams, running in parallel
with cuda.stream(s1):

# ...
with cuda.stream(s2):

# ...

# Wait for all work to finish.
cuda.synchronize()

Rules

● Default stream synchronizes with 
all streams!*

● For other streams, calls are:
○ Ordered within a stream
○ Unordered with other streams

For reference documentation, see: 
https://pytorch.org/docs/stable/cuda.
html#streams-and-events

* Except for streams with non-blocking flag set.
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https://pytorch.org/docs/stable/cuda.html
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For Further
Studies
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Other Tools in the Toolbox
FOR FURTHER STUDIES
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● Better PyTorch
○ Improved PyTorch profiler in > 1.8.1
○ PyTorch-Lightning (easy multi-gpu & distributed training, same with float16!)
○ TorchScript

● Do more on the GPU
○ RAPIDS.AI: CuDF, CuML, etc.
○ DALI
○ CUVI
○ CuPy (to port NumPy code)
○ … and more: search for NVIDIA CUDA-X

● Faster Python
○ @numba.jit
○ @numba.cuda.jit

https://developer.nvidia.com/gpu-accelerated-libraries
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Thank you.

For a copy of the slides, etc.
http://christianhudon.name/talks#mp-gpu-profiling

We’re hiring! servicenow.com/careers

http://christianhudon.name/talks
https://servicenow.com/careers

